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ABSTRACT 

A supercritical carbon dioxide (S-CO2) system has characteristics of being small, simple, and 
effective, which makes a perfect candidate for distributed power generation. Distributed power 
generation is locating a power generation system near where power is demanded, which allows 
to increase system stability, lower initial expenditures and reducing the need of long-range 
transmission infrastructures. However, a distributed power system has to change its operating 
conditions constantly to meet the frequently changing demand. Therefore, to use an S-CO2 
system as the distributed power generation system, the load-following operation of the system 
is needed. The load-following control strategies of S-CO2 systems are well-known. During the 
load-following operation, turbine exhaust temperature, heat source power, and mass flow are all 
changed. Since the S-CO2 Brayton cycle's compressor inlet properties can become close to the 
critical point, changes in the inlet condition have a significant impact on the compression 
process. Furthermore, if the compressor inlet conditions enter the liquid-vapor dome of the T-S 
diagram, it may cause undesirable effect. Therefore, the compressor inlet conditions must be 
controlled to maintain the efficiency and stability of the compressor.  

This problem can be solved by controlling the precooler heat transfer rate to operate close to the 
design point of the compressor. However, studies and experimental verification of the S-CO2 
precooler control have not been abundant to date. Therefore, in this study, controllers based on 
modern control theory were designed, and the performance of the controllers was evaluated 
experimentally. First, system identification is performed using the experimentally verified system 
analysis code to obtain the transfer function and the state space of the S-CO2 precooler system. 
Next, a controller based on modern control theory is designed based on the obtained state 
space. The designed controllers are implemented in the Autonomous Brayton Cycle test loop 
constructed in KAIST for the experiments of a simple recuperated S-CO2 Brayton cycle. The 
performance of the controller was verified based on the operational scenario that can occur in 
an actual load-following operation. Finally, based on the experimental results, a design method 
for a precooler controller to control the compressor inlet temperature is presented. 



INTRODUCTION 

Supercritical carbon dioxide (S-CO2) power systems are small, simple, and effective [1]. They 
are also adaptable to a variety of heat sources, including nuclear, fossil fuels, fuel cells, and 
concentrated solar power [2]. These characteristics make the S-CO2 Brayton cycle an attractive 
next-generation power generation system and a perfect candidate for application to distributed 
power sources [3]. Distributed generation is a small to medium-sized power generation system 
that aims to generate electricity close to the demand for electricity, and has gained attraction 
because it can increase system reliability, lower initial investment costs, and reduce the amount 
of transmission infrastructure [4]. Thus, distributed generation systems should be able to 
produce an adequate amount of power to meet fluctuating local electricity demand. For S-CO2 
systems, load-following operation is possible using well-studied control strategies such as 
turbine and heat source bypass control, inventory tank control, and compressor recirculation 
control [5]–[8].  

The properties at the compressor inlet in the S-CO2 Brayton cycle are the closest to the critical 
point in the entire cycle, so small changes have a large impact on the thermodynamic properties 
of the fluid. Changes in compressor inlet conditions can reduce the efficiency of the system and 
reduce the surge margin of the compressor, which is critical to the operational safety of the 
system [9]. Furthermore, if the compressor inlet condition reaches the two-phase flow region, it 
can cause unexpected behavior [10]. Therefore, to keep the operation of the S-CO2 system 
stable and efficient, the inlet condition of the S-CO2 must be precisely controlled. The 
compressor inlet temperature condition changes depending on how much heat is removed by 
the precooler [2]; therefore, controlling the precooler operating conditions can be used to 
stabilize the compressor operating conditions.  

The precooler in the S-CO2 Brayton cycle removes heat from the working fluid that passed 
through a turbine and a recuperator and supplies the cooled fluid to the compressor. Therefore, 
if proper control in the precooler allows cooling to a temperature near the critical point where the 
compressor can operate at optimum conditions for any given CO2 inlet condition, the S-CO2 
Brayton cycle can operate safely and efficiently, even during transients. Thus, the control goal 
of the precooler system is to maintain the CO2 side precooler outlet temperature at the 
compressor inlet design temperature. Among the various precooler system control variables 
available, using the precooler's coolant flow rate as the control variable is the simplest and 
fastest way to control the system. Prior researches have been conducted on S-CO2 Brayton 
cycle precooler control strategies for controlling the coolant flow rate [10]–[14]. However, these 
studies were mostly simulation-based and lacked experimental validation. In addition, the design 
of the controllers was based on the classical proportional-integral-derivative (PID) method. 

Analogous to the S-CO2 Brayton cycle, the organic Rankine cycle (ORC) is a thermodynamic 
cycle that uses alternative working fluids other than water and air [15]. The non-ideal gas 
characteristics make ORC an active area of control research. Accordingly, not only PID control 
but also controllers using reinforcement learning and modern control theory are being studied 
[16], [17]. For S-CO2 precoolers, strong real gas effects are expected compared to ORCs 
because S-CO2 operates very close to the critical point. Therefore, it is necessary to explore the 
feasibility of utilizing controllers based on various control theories for S-CO2 Brayton cycle 
precoolers to maintain the compressor inlet conditions at the desired conditions. In this paper, 
the controllers based on optimal control theory are selected. Based on the controller based on 
linear quadratic (LQ) controller, several controls were designed to reduce the error and the 
performance of the controller was evaluated via experiments. 



To design a controller based on the optimal control theory, the system dynamics must first be 
identified. To present a controller design methodology that can be applied in general and can be 
applied to the system design stage, the system dynamics are obtained from simulation results 
of the system transient analysis code alone rather than relying on experimental data. This is to 
demonstrate the possibility that starting the controller design from a simulation of the system can 
in fact lead to a satisfyingly performing controller for a real system, so that in the future when the 
controller of other S-CO2 power systems is designed the same methodology can be applied 
successfully.  

To evaluate the designed controllers with experiments, the Autonomous Brayton Cycle (ABC) 
test loop, shown in Figure 1, constructed at KAIST is utilized [18]. The ABC test loop is a simple 
recuperated Brayton S-CO2 cycle experimental facility. This research facility was constructed to 
perform an integrated test on the simple recuperated S-CO2 power cycle. It consists of a 
magnetic bearing supported turbo alternator compressor (TAC), a printed circuit heat exchanger 
(PCHE) type recuperator, electric cartridge type heaters, and a PCHE type precooler. The 
schematic diagram of ABC test loop is shown in the right side of Figure 1, and the picture of the 
PCHE used in the experiment is shown in Figure 2 [19]. 

 

Figure 1 Front view of ABC test loop (Left), Schematic diagram of ABC test loop (Right) 



 

Figure 2 PCHE Type precooler used in experiment [19] 

The experiments for the evaluation of the designed controller were conducted to reflect the 
operating conditions that may occur in actual load-following operation. The designed precooler 
controllers were evaluated for turbine bypass control, heater output changes, and 
turbomachinery speed changes, which are related to system output control. Also, since the 
controllers were designed based on the LQ controller from the optimal control theory, the 
performance of the controllers was evaluated based on the performance index as well as the 
size of the error.  

MODELING METHODS 

To design an LQ controller, the first step is to build a model based on the dynamics of the system 
to be controlled. For PCHE type S-CO2 precoolers, it is well known that a model based on 1-D 
finite difference method (FDM) can be built, and that it is possible to calculate estimates that 
agree with experimental results well [19]. This model is mainly used for off-design analysis and 
transient analysis. However, 1-D FDM models are problematic from a control perspective. First 
of all, the computational time and resource requirements are overwhelming because the 
methodology requires recursive calculations and numerical methods. In addition, in a 1-D FDM 
model, temperature and pressure are calculated for each node of the heat exchanger. Since the 
node-specific temperature and pressure information is not needed to control the outlet 
temperature of the precooler, too many unnecessary calculations are performed. Therefore, a 
simple model is needed to estimate the amount of heat transferred from CO2 to water in a PCHE 
type S-CO2 precooler. 

When analyzing a precooler system, its mechanism must be considered. The mechanism of 
using the water side control valve to control the CO2 outlet temperature of the system can be 
divided into four steps. The first step is that the opening ratio of the water control valve is adjusted 
to control the system state. Second, as the valve opening ratio changes, the water mass flow 
rate changes. Third, as the water mass flow rate changes, the amount of heat transferred to the 
water changes. Finally, as the amount of heat transferred from CO2 to water changes, the CO2 
outlet temperature changes. Therefore, the overall system diagram shown in Figure 3 can be 
divided into three parts as illustrated in Figure 4, which can be simplified into the block diagram 
depicted in Figure 5. 



 

Figure 3 System diagram of precooler open loop system  

 

Figure 4 Modified system diagram of precooler open loop system 

 

Figure 5 Modified block diagram of precooler open loop system 

Figures 4 and 5 depict the three parts of the entire system. To prevent any future confusions, 
the system within the red dotted line is referred to as the linearized precooler system, and the 
entire system is referred to as the precooler system. The relationship between valve opening 
rate and water mass flow rate is represented by G0(𝑧). This relationship is dependent on the 
valve type and can be calculated using flow coefficients and formulas provided by the valve 
manufacturers. G2(𝑧)  is the relationship between CO2 outlet enthalpy and CO2 outlet 
temperature. If the outlet enthalpy is known, and the outlet pressure is measured, the CO2 outlet 
temperature can be calculated using a property database. In this paper, the REFPROP library 
was used to calculate the temperature. Therefore, it is possible to design a model of the entire 
precooler system by only obtaining a model for the linearized precooler system G1(𝑧). 

It is self-evident that the relationship between the precooler inlet water flow rate and the outlet 
CO2 enthalpy depends on the conditions of the water and CO2 at the precooler inlet. Therefore, 
the relation G1(𝑧) of the linearized precooler system depends on the inlet conditions, which 



means that continuous model modification is required when the conditions of the precooler inlet 
fluid deviate from the design point under load-following operating conditions. Kwon et al. 
presented a simple method to estimate the heat transfer when the precooler and recuperator of 
an S-CO2 Brayton cycle are operating under off-design conditions [20]. The study demonstrated 
how the original logarithmic mean temperature difference method can be used to calculate the 
heat transferred from the precooler under off-design conditions. The heat transferred under off-
design conditions can be obtained by multiplying the heat transfer calculated under design 
conditions by the linear correction factor obtained under off-design conditions. Kim et al. showed 
that this approach can be used for precooler system modeling, demonstrating that multiplying 
the system model calculated at design conditions with a lumped correction factor can predict the 
relationship between water flow and heat transfer in an S-CO2 precooler [14]. Therefore, in this 
study, the linearized precooler system is modeled at the design point and the model is extended 
to the full range by utilizing the correction factor. 

The Multi-dimensional Analysis of Reactor Safety (MARS) code was used for precooler system 
transient simulation to generalize the process and determine the transfer function between water 
flow and heat transfer in the precooler system at the design point. MARS is used because the 
PCHE model, which is needed to simulate the precooler of an S-CO2 power system, is already 
implemented and validated [21]. Furthermore, since the code is heavily used by the Korean 
nuclear regulator for nuclear power plant licensing, the code has been well validated and verified 
over numerous experiments in single phase and two-phase flow regimes and heat transfer 
regimes, which the confidence of MARS calculation results can be regarded high.   

For the PCHE precooler design conditions in the ABC test loop, CO2 enters the precooler at 
321.74 K and 7.96 MPa and exits at 308.15 K and 7.94 MPa. The temperature and pressure of 
the cooling water were kept at 298.15 K and 1 bar in the design conditions. Also, the temperature, 
pressure, and flow rate are measured every 0.5 seconds. To estimate G1(𝑧), the water flow rate 
was doubled in the form of a step function while keeping the inlet temperature and pressure on 
the CO2 and water sides at the design conditions. In the process, the change in CO2 enthalpy at 
the CO2 outlet was simulated using the MARS code, where the output y of the system is the CO2 
outlet enthalpy and the control input u is the water flow rate. To normalize the input u to a unit 
step function, and to make the output y start at zero, the original input and output signals 𝑢𝑜𝑟𝑖(𝑘) 
and 𝑦𝑜𝑟𝑖(𝑘) are normalized at the k-th time step using equations (1) and (2). The results of the 

normalized MARS code simulation results are shown in Figure 6. The change in the output, y(𝑘), 
is small compared to the input, u(k), because the enthalpy removed via the heat exchanger is a 
fraction of the total enthalpy. 

𝑢(𝑘) =
𝑢𝑜𝑟𝑖(𝑘)

𝑢𝑜𝑟𝑖,𝑚𝑖𝑛
− 1 ⋯ (1) 

𝑦(𝑘) = 1 −
𝑦𝑜𝑟𝑖(𝑘)

𝑦𝑜𝑟𝑖,𝑚𝑎𝑥
 ⋯ (2) 



 

Figure 6 System response for a unit step input 

For the precooler in the ABC test loop, the model �̃�𝑜𝑛(𝑧) of the linearized precooler system was 
calculated using the least-squares method for the normalized data shown in Figure 6. Expressed 

in the form of a transfer function, �̃�𝑜𝑛(𝑧) is given by Equation (3). 

𝒵{𝑦(𝑘)}

𝒵{𝑢(𝑘)}
=

𝑌(𝑧)

𝑈(𝑧)
= �̃�𝑜𝑛(𝑧) =

0.01989 𝑧 +  0.004617

 𝑧2 −  0.3074 𝑧 −  0.1112
 ⋯ (3) 

The left plot in Figure 7 shows the system response calculated with the transfer function G(z) as 
the blue line and the normalized result of the system response calculated with the MARS 
simulation as the red line. The reason the blue line is not readily visible in the graph is that the 
calculated value of the transfer function overlaps very well with the result from MARS. As shown 

in the right side of Figure 7, the maximum absolute error is 4.85 × 10−5, which corresponds to 
0.1% of the normalized value.  

 

Figure 7 System response comparison for a unit step input 



Therefore, it is evident that the transfer function �̃�𝑜𝑛(𝑧)  can be used to approximate the 
linearized precooler system. In this study, based on the previous works by others, the model 

�̃�𝑜𝑛(𝑧) at the design point was extended to the off-design condition by multiplying it with a lumped 

correction factor 𝐶𝑓. The linearized precooler system model �̃�(𝑧) with the correction factor 𝐶𝑓 

can be expressed as follows. 

�̃�(𝑧) = 𝐶𝑓�̃�𝑜𝑛(𝑧) = 𝐶𝑓

0.01989 𝑧 +  0.004617

 𝑧2 −  0.3074 𝑧 −  0.1112
 ⋯ (4) 

CONTROLLER DESIGN METHODS 

The linear quadratic (LQ) controller is one of the representative controllers based on the optimal 
control theory. The optimal control theory determines the control signals that allow a process to 
meet physical constraints while minimizing a certain performance criterion, thereby determining 
the optimal controller that minimizes a performance index [22]. The linear quadratic (LQ) 
controller is a well-known example of a control method that optimizes a performance index based 
on the state of the system and the quadratic form of the control input. For a discrete time tracking 
LQ controller, the performance index J is given by Equation (5) [23]. 

J = ∑(𝑒𝑇(𝑘)𝑄𝑒(𝑘) + 𝑢𝑇(𝑘)𝑅𝑢(𝑘))

𝑛

𝑘=0

 ⋯ (5) 

The performance index J in equation (5) is constructed by accumulating the sum of two terms 

over time at each time step. The first term, 𝑒𝑇(𝑘)𝑄𝑒(𝑘), is responsible for the penalty for an error 
at the k-th time step; thus, the performance index increases as the error size increases. The 

second term, 𝑢𝑇(𝑘)𝑅𝑢(𝑘), handles the penalty for inputs at the k-th time step. Therefore, the 
performance index increases as inputs become larger. The reason for introducing a penalty for 
the input is that the size of the input is usually related to the energy required by the controller to 
operate. However, the input to the precooler system, the mass flow of water, is generated by a 
continuously operating pump and the size of the input is regulated by a control valve. Therefore, 
for the precooler system, the size of the control input signal u is independent of the energy 
consumed by the controller and there is no reason to penalize the performance index. Thus, the 
coefficient R in the second term can be set to zero. Reflecting this, the performance index J of 
the precooler control system can be rewritten as in Equation (6). 

J = ∑ 𝑒𝑇(𝑘)𝑄𝑒(𝑘)

𝑛

𝑘=0

 ⋯ (6) 

The state feedback gain K that optimizes the performance index J in Equation (6) can be 
calculated by the Riccati equation, which the numerical solution is already known. In order to 
calculate the control inputs using the state feedback gain K in the LQ controller, the full state 
information of the system is required, thus a state observer was used to construct the controller. 
The block diagram of the LQ controller with the addition of a full state observer is shown in Figure 
8. A block diagram of the LQ controller with the addition of a global health observer is shown in 
Figure 8. When applying the designed LQ controller to the precooler system, errors are expected 
to occur due to model uncertainties. First, there is uncertainty in the MARS modeling of the actual 

system. Also, there is uncertainty between the transfer function �̃�(𝑧) generated from the MARS 
simulation and the transfer function 𝐺1(𝑧) of the actual linearized precooler system. Finally, there 
is uncertainty due to the lumped correction factor 𝐶𝑓, which is estimated from interpolation of a 



few selected off-design conditions. These model and system uncertainties contribute to the 
steady-state error when using an LQ controller designed for a physical system. Therefore, it is 
necessary to design additional control methods to eliminate this steady-state error. In this study, 
Disturbance OBserver (DOB), Linear Quadratic Integral (LQI), and Self-Tuning Controller were 
used as methods to eliminate errors in the proposed LQ controller. Each controller was designed 
based on the model in Equation (4). In addition, the controllers were all designed by adding 
additional elements to the same LQ control logic, and their performance was evaluated. 

 

Figure 8 Block diagram of LQ controller with full-state observer 

DOB aims to remove the effects of model uncertainty and external disturbances by calculating 
a lumped disturbance using the difference between the input-output relationship of the real 
system and the model [24]. By eliminating the lumped disturbance, which is calculated using the 
difference between the system's inputs and outputs, DOB forces the system to follow the model. 
This property makes DOB an effective way to remove disturbances and maintain robustness by 
providing stability to the model's uncertainty.  For discrete time, a controller with a DOB applied 
can be represented by a block diagram as shown in Figure 9. 

 

Figure 9 Block diagram of LQ controller with DOB 

Since the model and controller have already been calculated, only the Q-filter needs to be 
selected to add the DOB to the controller. Typically, the Q-filter is chosen to be a low-pass filter 
with a single DC gain [25]. In this study, two low-pass filters with a single DC gain with different 
cutoff frequencies were used as Q-filters. The first Q-filter set the cutoff frequency much higher 
than the Nyquist frequency of the signal measurement, allowing all frequency components to 
pass through the Q-filter. The second Q-filter set the Nyquist frequency as the cutoff frequency, 
filtering out the higher frequency signals from the measured signal. From now on, the Q-filter 
with the higher cutoff frequency will be referred to as Q-filter 1 and the Q-filter with the lower 
cutoff frequency will be referred to as Q-filter 2. Figure 10 shows the Bode diagrams of Q-filters 



1 and 2 at the measurement frequency of the experimental device. Figure 10 shows that Q-filter 
2 filters the high frequency region unlike Q-filter 1. 

 

Figure 10 Bode plots of Q-filter 1 and Q-filter 2 

An LQI controller is a traditional LQ controller with an integrator added. The LQI controller is 
designed by optimizing a performance index that includes not only the feedback gain K of the 
LQ, but also the coefficients of the integrator [26]. The integrator can be used to remove steady-
state errors due to model uncertainty. This is appropriate for controlling a precooler system 
where steady-state error is predicted to occur due to a lumped correction factor 𝐶𝑓. Figure 11 

shows a block diagram of the LQI controller. Like the LQ controller in Figure 8, the LQI controller 
obtains full-state information of the system from an observer to control it. 

 

Figure 11 Block diagram of LQI controller with full-state observer 



Finally, self-tuning is a method based on adaptive control that uses online information about the 
input signals and observed outputs of the real system to update the parameters of the controller 
in order to respond to changes and nonlinearities in the system over time [27]. In order to control 
the precooler system based on the LQ controller, it is necessary to estimate the lumped 
correction factor 𝐶𝑓. The problem is that the lumped correction factor 𝐶𝑓 is a nonlinear and time-

varying value. Therefore, a self-tuner was used to self-adjust 𝐶𝑓 and improve the resulting error.  

The estimation of 𝐶𝑓 is done in real time while the controller is operating by applying the model 

in Equation (4) to the input and output signals of the actual system, and the control law is updated 
accordingly. Figure 12 shows the block diagram of the LQ controller with a self-tuner for the 
lumped correction factor 𝐶𝑓.  

 

Figure 12 Block diagram of LQ controller with lumped correction factor self-tuner 

EXPERIMENTAL METHODS 

To regulate the inlet temperature of the compressor, an LQ controller based on the optimal 
control theory was designed using the system model. In addition, four more controllers were 
designed: two DOBs with different cutoff frequencies (i.e., Q-filter 1 and Q-filter 2), an LQI, and 
a self-tuning LQ controller to compensate for the modeling error expected to be mainly caused 
by the lumped correction factor in the LQ controller. Finally, for comparison, the PID controller 
simply using the Ziegler-Nichols method was designed and set as the reference [28]. All 
controllers were designed using only the results from the MARS simulations and did not undergo 
any additional tuning using experiments or simulations.  

To evaluate the designed controller using the ABC test loop, an experiment was designed based 
on the load-following operation of the S-CO2 system. In the ABC test loop, there are three types 
of disturbances associated with load-following operation: disturbances in heater power, turbine 
bypass, and TAC rotational speed. These three disturbances were used to test the performance 
of the precooler controller. If the designed controller can control the precooler to regulate the 
compressor inlet temperature under these three disturbance types, then the designed controller 
can be used for load following operation of the system.  

As the compressor inlet temperature condition to be controlled, 35℃ is selected, which is the 

temperature of the design point. Also, the initial compressor pressure condition is selected as 



78bar. The reason for setting the initial pressure higher than the design pressure of 76 bar for 
the compressor is to ensure a safety margin between the compressor inlet condition and the 
critical point in case the control fails due to controller malfunction or error. Under initial operating 
conditions, before any disturbance is inserted, the bypass valve is closed and the TAC and 
heater operate at their set values. It is noted that a fully closed bypass valve cannot be closed 
further. Therefore, the controller was evaluated for five scenarios (not six): increasing/decreasing 
heater output, opening (no closing) the turbine bypass valve, and increasing/decreasing TAC 
speed. In each scenario, the disturbance is removed after the system reaches steady state. 
Under these five scenarios, the state of the precooler CO2 inlet changes as shown in Table 1. 
The parts of the ABC test loop that change for each scenario are shown in the diagram in Figure 
13. The control objective of the controller is to maintain the compressor inlet temperature by 
adjusting the water flow rate to match the changing CO2 inlet conditions for each scenario. 

Table 1 Qualitive precooler inlet condition changes for each scenario 

Scenario Operation Temperature Pressure 
Mass 

Flowrate 

Scenario 1 Heater power increase ++ + X 

Scenario 2 Heater power decrease -- - X 

Scenario 3 Bypass valve open - ++ ++ 

Scenario 4 TAC speed decrease + + + 

Scenario 5 TAC speed increase - - - 

 



Figure 13 Disturbances in ABC test loop for controller testing 

All the designed controllers were evaluated qualitatively and quantitatively using two criteria. The 
first criterion follows Section 3 of ASME PTC 10-1997. This performance test code presents 
allowable deviations and fluctuation parameters during compressor testing. According to this 
code, the allowable deviation of the compressor inlet temperature condition is based on absolute 
temperature, with an error margin of 8% and an allowable variation of 0.5%. Therefore, in this 
paper, the compressor inlet temperature tolerance of 0.5% is selected as the first quantitative 
evaluation criterion of the controller. 

The second criterion is determined by the performance index. Typically, the performance index 
is calculated as shown in Equation (5), but as discussed earlier, the input penalty can be ignored 
in a precooler system, so R is set to zero as shown in Equation (6). The error 𝑒(𝑘) is the scalar 
difference between the setpoint temperature and the controlled compressor inlet temperature; 
therefore, Q is simply a value that scales the performance index, and for the simplicity of 
calculation, Q is set to unity. Finally, during the experiment, the amount of time each controller 
was subjected to the disturbance was not kept at constant. As a controller's operating time 
increases, the sum of squared errors accumulates, increasing the performance index J 
independent of the controller's performance. Therefore, for a quantitative comparison, the 
performance index was normalized by dividing it by the total operating time of the controller. The 
equation of 𝐽𝑛 reflecting the two changes discussed above is presented in Equation (7). In this 

paper, the performance index 𝐽𝑛 is used as the second criterion for comparing controllers, and 
the smaller it is, the controller performs better. 

𝐽𝑛 =
1

𝑛
∑(𝑒(𝑘))2

𝑛

𝑘=0

 ⋯ (7) 

In summary, criterion 1 evaluates the maximum error and criterion 2 evaluates how much the 
controller is optimized. Smaller values are preferred for both criteria. Table 2 provides a summary 
of the differences between the two evaluation criteria. 

 Table 2 Difference Between Evaluation Criteria 

Name 
Evaluation 
Parameter 

Basis Numerical Form 

Criterion 1 Maximum Error 
ASME PTC 10-1997 
Section 3  

Size of Error (%) < 
0.5% 

Criterion 2 Performance Index 
Optimal Control 
Theory 

𝐽𝑛 =
1

𝑛
∑(𝑒(𝑘))

2
𝑛

𝑘=0

 

 

RESULTS AND DISCUSSION 

Experiments were conducted on the ABC test loop using the previously presented controllers. A 
total of six controllers were used in the experiments: PID, LQ, LQ with DOB using Q-filters 1 and 
2, LQI, and LQ with self-tuner. As mentioned earlier, all controllers were directly applied to the 



ABC test loop without any additional tuning process. In other words, the controllers were 
designed based only on the system simulation results. Each controller was evaluated for its 
performance in controlling the compressor temperature inlet under a total of five disturbance 
scenarios. The test results for each controller are shown in Figures 14-19. The temperature at 
the compressor inlet is plotted in blue over time and the setpoint, which is the design temperature 
of the compressor, is plotted in red. The black solid lines show the maximum positive and 
negative error in the inlet temperature, and the dashed lines show the 0.5% error around the 
setpoint. The applied disturbance scenario is labeled, and the unlabeled time step represents 
the period during which the system stabilizes after the disturbance is removed. 

 

Figure 14 Control results of PID controller 

 

Figure 15 Control results of LQ controller 



 

Figure 16 Control results of LQ controller with DOB Q-filter 1 

 

Figure 17 Control results of LQ controller with DOB Q-filter 2 



 

Figure 18 Control results of LQI controller 

 

Figure 19 Control results of LQ controller with lumped correction factor self-tuner 

The controllers that satisfy criterion 1 for the six controllers are LQI, LQ with DOB using Q-filters 
1 and 2, and LQ with lumped correction factor self-tuner. Criterion 1 is unsatisfied for the PID 
and LQ controllers with the maximum error reaching 1.05% and 0.52%, respectively. From the 
experiment, the PID controller suffers from overshooting and oscillation, and the controller 
requests excessive gain, which causes it to request values beyond its control range. These 
factors are known limitations of the Ziegler-Nichols method, which are consistent with the 
experimental results. For the LQ controller, as expected, steady-state errors were detected. This 
occurs because the controller relies on an estimated value of the lumped correction factor 𝐶𝑓. It 

also violates criterion 1 due to the issue of speed to cope with the large flow changes that occur 
when the turbine bypass valve is closed.  



The four controllers designed to eliminate the steady-state error of the LQ controller, LQ 
controller with DOB, LQI, and LQ controller with lumped correction factor self-tuner, all satisfy 
criterion 1. They also all show a reduction in steady-state error compared to the LQ controller in 
Figure 15. A qualitative analysis was performed on the four controllers. First, the LQ controller 
with DOB Q-filter 1 shown in Figure 16 clearly shows a reduction in steady-state error compared 
to the conventional LQ controller. Nevertheless, the steady-state error still exists and shows 
significant fluctuations when the turbine bypass valve opens and closes. Second, the LQ 
controller with DOB Q-filter 2 shown in Figure 17 presents a significant reduction in steady-state 
error compared to the LQ controller without DOB and the case with Q-filter 1. In addition, the 
fluctuations when the turbine bypass valve opens and closes are also significantly reduced 
compared to Q-filter 1. This is because the effect of the flow pulses generated by the rapid 
bypass fluid flow during turbine bypass operation is reduced by using a low-pass filter with the 
Nyquist frequency set to the cutoff frequency.  

Third, the LQI controller, shown in Figure 18, also presents a reduction in steady-state error 
compared to the LQ controller, especially for scenarios 1 and 2. However, for scenario 5, where 
the rpm of the TAC decreases, the oscillations increased substantially, which is predicted to be 
the effect of the accumulated error due to the integrator. When the flow rate is high, the effect is 
not significantly observed because the accumulated error is small compared to the total flow 
rate. However, when the rpm of the TAC decreases in Scenario 5, the CO2 flow rate decreases, 
and the effect due to the accumulated error becomes significant because even a small change 
in water flow rate causes a large change in the compressor inlet temperature. Finally, as shown 
in Figure 19, the steady-state error of the LQ controller with the lumped correction factor self-
tuner is reduced compared to the LQ controller. This is the effect of reducing the inaccuracy of 
the model itself by using the method of calculating the lumped correction factor 𝐶𝑓 with online 

updates. However, even if 𝐶𝑓 is calculated online, the steady-state error remains. It is expected 

that this is caused by modeling errors other than the lumped correction factor. Therefore, it is 
assumed that the elimination of this steady-state error can be achieved by using a method such 
as DOB or LQI to eliminate modeling errors. 

For the four controllers that satisfy criterion 1, the maximum error and performance index were 
calculated for each scenario and are shown in Tables 3 and 4, respectively. For each scenario, 
the cell with the minimum value was colored green and the cell with the maximum value was 
colored pink. 

Table 3 Maximum size of error of controllers for each test scenario (Criterion 1) 

Controller 
Type 

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Overall 

LQI 0.07% 0.06% 0.44% 0.09% 0.32% 0.44% 

DOB Q-filter 1 0.06% 0.07% 0.43% 0.28% 0.26% 0.43% 

DOB Q-filter 2 0.11% 0.21% 0.25% 0.13% 0.27% 0.27% 

Self-Tuning LQ 0.14% 0.11% 0.26% 0.32% 0.22% 0.32% 



Table 4 Performance index of controllers for each test scenario (Criteria 2) 

Controller 
Type 

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Overall 

LQI 0.004 0.011 0.110 0.011 0.126 0.059 

DOB Q-filter 1 0.014 0.016 0.235 0.277 0.182 0.153 

DOB Q-filter 2 0.019 0.191 0.123 0.078 0.219 0.151 

Self-Tuning LQ 0.097 0.065 0.144 0.430 0.098 0.192 

Tables 3 and 4 allow to compare the performance of the controllers from the maximum size of 
error perspective and the optimal control perspective. From the maximum error perspective, the 
LQ controller with the DOB created using Q-filter 2 performed the best. From the optimal control 
perspective, the LQI controller performed the best. The performance was analyzed for each 
controller individually. First, the LQI controller achieved the minimum performance index except 
for Scenario 5. However, the maximum error was the largest in Scenario 3 and Scenario 5, and 
vibration occurred in Scenario 5.  Next, for the LQ controller using DOB, comparing Q-filter 1 
and Q-filter 2, the maximum error can be suppressed at the moment when the system is 
subjected to a disturbance by removing the high-frequency signal with an appropriate cut-off 
frequency. It is also the controller that kept the maximum error the smallest. However, the 
steady-state error remains, and the performance index is large. Finally, the LQ controller with 
self-tuner for the lumped correction factor minimized the maximum error and the performance 
index in Scenario 5. However, the steady-state error remained significant in the other scenarios, 
resulting in poor performance compared to the other controllers. 

Therefore, the S-CO2 system precooler controller should be selected differently depending on 
the operating conditions of the entire system. If the total mass flow of the system does not change 
rapidly within a short amount of time, and the total mass flow does not decrease from the design 
flow, the LQI controller should be selected. This enables optimal control by minimizing the 
performance index and reduces steady-state error, enabling efficient compressor operation 
under optimal operating conditions. On the other hand, if the total mass flow of the system 
changes rapidly within a short amount of time or the total mass flow decreases from the design 
flow, the LQI controller shows oscillation or spike in the control value due to the integrator. 
Therefore, in this case, it is necessary to solve the problem of accumulated error due to the 
integrator by using an LQ controller with DOB and self-tuner. This is a cost in performance index, 
but it suppresses the spike and oscillation of temperature and enables safe compressor 
operation. 

SUMMARY AND CONCLUSIONS 

The utilization of the S-CO2 Bryton cycle for distributed generation requires to successfully meet 
rapidly changing loads with minimal operator action. However, without a proper control strategy, 
changes in system conditions due to load variations will change the conditions at the compressor 
inlet. If the controller is not properly designed, these changes can reduce the efficiency of the 
compressor and, furthermore, cause compressor surges that can lead to catastrophic failures in 
the system. Therefore, in this study, a method for controlling the compressor inlet temperature 



conditions during such load-following operation was investigated. To precisely control the S-CO2 
compressor inlet conditions, the water cooling flow rate of the precooler was controlled. 

To control the precooler cooling flow rate, the controllers based on control theory were 
introduced. To design the precooler control system using control theory, a model of the S-CO2 
precooler was first obtained using MARS, a well-validated system analysis code. Based on the 
developed system model, a controller was designed using control theory. Based on the LQ 
controller, four additional controllers were designed to compensate for the steady-state error 
caused by the inaccuracy of the lumped correction factor prediction at off-design points. All 
controllers were developed using only the precooler model obtained from the system simulation 
and did not undergo any additional tuning, in order to apply the same methodology for controlling 
the precooler of an arbitrary system.  

All six controllers were implemented in the ABC test loop, which is an S-CO2 simple recuperated 
cycle test loop. The ABC test loop was used to experimentally test the performance of the 
controllers in five scenarios where the rotational speed of the turbomachinery, the output of the 
heater, and the turbine bypass valve were manipulated. The results showed that the LQI 
controller performed the best in situations where the flow rate of CO2 did not decrease or change 
rapidly from the design point. However, when the flow rate decreased or changed rapidly, the 
LQI controller showed spikes or oscillations in the control value. Under these situations, it was 
more beneficial to apply a DOB or self-tuner to the LQ controller. 

In conclusion, controllers based on the LQ controller, designed with a well verified system code, 
can successfully control a physical system without the need for a further tuning process. By 
comparing the controllers with experiments, the optimal controller for controlling the precooler 
was selected. It is noted that different types of controllers are optimal depending on the 
characteristics of the system. LQI is optimal when the CO2 mass flow rate fluctuates less and 
does not go under the design flow rate, but for environments that do not meet these conditions, 
it was more optimal to use an LQ controller with a DOB and a self-tuner. This conclusion allows 
the compressor inlet temperature controller for S-CO2 systems to be designed in advance, even 
at the system design stage. The controller also allows the system to operate more efficiently with 
less operator intervention.  
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